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Abstract: A fuzzy linear program is a linear program in which the input parameters are 

mathematically modeled with fuzzy numbers. The benefit vector, the unknown vector, the constraint 

matrix, and the free terms vector composing a fuzzy linear program, all have fuzzy number 

components. 

The article develops algorithmic steps with which one can make a software for solving fuzzy 

linear programs. Even if the triangular fuzzy numbers were used in the example presented, the 

algorithm is valid for all polygonal fuzzy numbers. 

In practice elementary fuzzy numbers such as rectangular, triangular and trapezoidal fuzzy 

numbers can be used; the medium fuzzy numbers such as the hexagonal and octagonal fuzzy numbers 

or the large fuzzy numbers such as the decagonal, dodecagonal, fuzzy numbers can also be used. 

By using fuzzy numbers in linear programming, answers are provided to practical problems in 

a more realistic manner. 
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Elementary arithmetic operations on the set of triangular fuzzy numbers 

Since the mid-twentieth century, the specialized literature in the field of 

fuzzy theory and applications in economics has gained a special foothold. 

We will mention here a limited number of papers with a special impact in the 

field, works from which one can consult many other notions of the fuzzy theory: 

[Kaufmann, 1973], [Negoiţă, 1974] [Moisil, 1975], [Vlădeanu, 2004], [Bojadziev, 

2006] and [Gherasim, 2014]. 

A triangular fuzzy number is an ordered triplet of real numbers: 

 ),a,a,a(a~ 321  321 aaa   (1) 

The indicators associated with a triangular fuzzy number  ),a,a(aa~ 321  

are defined as follows: 
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Defining some arithmetic operations on the set of the triangular fuzzy 

numbers that retain associated indicators leads to major advantages. 
The basic arithmetic operations with triangular fuzzy numbers [Gherasim, 

2014] are performed based upon the following relations: 
 

), a, a(aa~ 321 ,  ), b, b(bb
~

321     
trb

~
,a~, F   

(3) 

Scalar 

multiplication 









0)     ,t,ta,ta(ta

0)     ,t,ta,ta(ta
a~t

123

321   

Addition and 

Subtraction 

)b, ab, ab(ab
~

a~ 332211  ;   

)b, ab, ab(ab
~

a~ 132231   
 

Multiplication and 

Division 2

ba~b
~

a
  b

~
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 ;      0)b ,(
b2

ba~b
~

a
  

b
~
a~

G2

G

GG 
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The ordering of triangular fuzzy numbers is obtained by successively and 

exclusively applying four ordering criteria: 
 

O1: b
~

a~    ba GG   

 

(4) 
O2: b

~
a~    ba NN   

 

O3: b
~

a~    LδLδ Sp

bb

Sp

aa   

 

O4: b
~

a~    LL Sp

b

Sp

a   

 

 

Example of operations with triangular fuzzy numbers: 

Let us consider the triangular fuzzy numbers:  )11 ,8 ,5(a~  , )10 ,9 ,4(b
~
  

şi )10 ,9 ,0(c~  . 

8
4

32

4

11825
 a~ 


     


 a~ 8

4

32

4

10924
 b

~  

The weight center criterion (O1) does not decide on the order of the fuzzy 

numbers a~  and b
~

. 
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The criterion O2 (comparison of peaks) is applied: 

NN b98a  b
~

a~          )10,9,4()11 ,8 ,5(   




 b
~

a~ 87
4

28

4

10920
 c~ a~c~           b

~
c~   

b
~

a~c~   )10,9,4()11 ,8 ,5()10,9,0(   

)21 ,17 ,9()1011 ,98 ,45(b
~

a~   

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~

a~8816
4
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~
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

 b
~

a~0
4
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Solving the linear programs (PL) by the Simplex algorithm with the penalty 
method 

The linear programming has emerged as a distinct scientific discipline in the 
middle of the last century. 

The first papers with a uniform and complete treatment were published by  
L. Kantorovici (1939) and F. Hitchcock (1941). In 1947 G. Dantzig and J. Von 
Newmann created the simplex method for solving linear programming problems. 

Amongst the first reference works in the field of linear programming at 
international level we mention: [Baumol, 1963], [Dantzig, 1963] and [Gass, 1958]. 

In Romania, entire generations of professors and researchers approached the field 
of linear programming. Chronologically, we mention the volumes of: Boroş, 1970], 
[Mihoc, 1973], [Maliţa, 1975], [Drăgan, 1976], [Boldur, 1979], [Cerchez, 1982], 
[Purcaru, 1982] etc. 

A linear program (PL) is composed of three groups of mathematical relations: 
 

(PL)  

(a)  

nn2211X)(C, xc...xcxcz [min/max]   

 

(b)     
























mnmn2m21m1

3n3n232131

2n2n222121

1n1n212111

dxa...xaxa

...   dxa...xaxa

dxa...xaxa

dxa...xaxa

 (5) 

(c)          n1,)j(,   0x j    
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The relation (a) contains the objective function of optimization X)(C,z  

composed with the benefit vector )c,...,c,(c n21C and the unknown vector 

)x,...,x,(x n21T
X . 

The second group of relations (b) represents the restrictions imposed on the 

unknown to be determined and contains the matrix of restrictions 

n1,j,m1,iij)(a


A  and the free terms vector )d,...,d,(d m21T
D . The relations (c) 

are the conditions of non-negativity imposed on the unknown. 

Solving a linear program (PL) consists of determining the positive values 

0x j   (c) that comply with the restrictions (b) and optimizing the value 
)X,C(z of 

the objective function (a). 

Among the many methods for solving linear programming problems (PL), 

the “Simplex algorithm” method was aggressively imposed, a method presented in 

detail in most of the aforementioned specialized volumes. 

The general method of solving a linear program, called the simplex algorithm 

with the penalty method, will be presented briefly with algorithmic steps. 

Step 1. Obtaining a minimum initial admissible primary program 

 The first action from this step involves converting the optimum from 

maximum to minimum (if applicable). Thus, if we note w = –z and 

calculate w
*
 = min w then z

*
 = max z = –w

*
. Therefore, in the linear 

program we will have either an initial z[min]  or w[min] . 

 The second action involves changing the sign of the negative free terms 

0d i   (if any), by multiplying both members of the respective restrictions 

by –1 (an action which reverses the meaning of inequality      ). 

 The third action involves the transformation of the inequality restrictions 

into the equality restrictions by adding to the inequalities   the decrease 

to the inequalities respectively   of a positive variable aslo called 

deviation variables. 

 The fourth action, also called the penalty method, generates an initially 

allowable solution, by adding a penalty variable to each restriction (the 

deviation variables with the positive sign also play the role of penalty 

variables) 

 

(PPA) 

)x...xx(Mxc...xcxczmin mkn2kn1knnn2211    

(6) 

























mmknnmn2m21m1

22kn2nn2n222121

11kn1nn1n212111

dx                                         xa...xaxa

...                                            

d             x            x          xa...x~a~xa

d                          x          xxa...xaxa

   
 

mkn1,j,  0x j  ;   m1,i,  0bi   
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In the objective function, the most m variables added have a high enough 

penalty coefficient 0M  . For example, M can be chosen as follows: 

ij

n,1j

m,1i
max amaxA




 ,     

j
n,1j

max cmaxC


 ,      
i

m,1i
max dmaxD


 ,      

maxmaxmax D C AM  . 

The last m columns of the restrictions form the unit matrix
mmI 

. 

The classical linear program (6) is a minimum allowable primary program 
(PPA). 

Step 2. Obtaining the initial Simplex table 0S  

Now the constraint matrix contains n+k+m columns: 

mkn1,j

m1,iij )a~(
~




A . 

The program (PPA) in relations (6) contains a first allowable basic solution in 
which the first n+k variables are null (called additional variables) and the last m 
variables (called basic variables) are equal to the free terms: 

 













mmkn22kn11kn

kn21

dx  ,  ...   ,dx  ,dx

x...x0x
  (7) 

For the admissible solution (7) the objective function has the value: 

 



m

1i

im21 dM)d...dd(Mz  (8) 

The simplex table associated with the program (PPA) in the relations (6) is the 

matrix    D|As
1nk,m1j

,m1iij 


S  composed of the extended matrix A  (the initial 

matrix of the restrictions A to which the columns corresponding to the deviation 
variables and the penalization variables were added) and to which we have added to 
the right, as a last column, the vector of free terms D

B
. 

For the easy algorithm calculations, the table is supplemented with another line 
containing the objective function coefficients. 

The columns are noted (above) with the corresponding variables: 

mkn21 x,...,x,x  , and the lines are named (left, in a new column B) with the 

corresponding basic variables: 

Table 1 

The initial simplex table  S0 associated with an allowable primary program (PPA) 

B x1 x2 ... ↓xq ... xn+k xn+k+1 xn+k+2 ... xn+k+m–1 xn+k+m DB CB 

cj c1 c2 ... cq ... cn M M M M M   

xn+k+1 s11 s12 ... s1q ... s1,n+k 1 0 ... 0 0 d1 c1
B=M 

xn+k+2 s21 s22 ... s2q ... s2,n+k 0 1 ... 0 0 d2 c2
B=M 

... ... ... ... ... ... ... ... ... ... ... ... ... ... 

←xp sp1 sp2 ... spq ... sp,n+k 0 0 ... 0 0 dp cp
B=M 
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Table 1 (continued) 

... ... ... ... ... ... ... ... ... ... ... ... ... ... 

xn+k+m–1 sm–11 sm–12 ... sm–1q ... sm–1,n+k 0 0 ... 1 0 dm–1 cm–1
B=M 

xn+k+m sm1 sm2 ... smq ... sm,n+k 0 0 ... ... 1 dm cm
B=M 

zj
B z1

B z2
B 

 
zq

B ... ... ... ... ...  ... ...  

∆j =cj –
zj

B 

c1 –
z1

B 
c2 –
z2

B  
cq –zq

B ... ... ... ... ...  ... ...  

 
The simplex table is also supplemented by a last column (on the right) 

containing the coefficients from the objective function corresponding to the basic 
variables (C

B
, has initially only M values). 

Step 3. Obtaining the pivot position )q,(p rr in a Simplex table (initially r=0). 

The column qr and the line pr correspond to the input variable and 
respectively the base output variable. 

In order to determine them, the simplex table is completed with two more 
lines (zj

B 
 and ∆j ) calculated as follows: 

 





m

1i

ij

B

i

B

j scz  
1mkn1,)j(,   

(9) 
 

(10) B

jjj zc   

 
The component zj

B
 in column j is obtained by cumulating the products between 

the values in the last column (C
B
) and those in the respective column j (Sij). 

The differences in the last line ( j  ) are obtained by subtracting from the first 

line (the objective function line) of the previous line (zj
B
). 

xq and xp are established by the input criteria and the output in / from the base 
respectively. 

The non-basic variable xq enters the base with the smallest non-positive 
difference: 

 }0{inf j
Sj

q 


  (11) 

If all the differences are positive ( Sj,  0j  ) then the basic program 

corresponding to the Simplex Sr is optimal and the optimal solution is unique. One 
can proceed to step 5. 

If by entering the base of the variable xq a previous base is repeated, then the 
program has multiple optimal solution. One can proceed to step 5. 

If the variable xq enters the base, then the variable xp exists with the lowest 
ratio: 

 Bi)(,
s

d
inf

s

d

iq

i

0s
pq

p

iq

















  (12) 
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If 0siq  Bi)(,  then the program has infinite optimal. STOP. 

Step 4. Switching from the Simplex table rS to the next Simplex 1rS  : 

1rr SS   

The new simplex is obtained by the pivoting operation in the simplex 

)1nkm(m

)r(

ij )s( (r)
S  with the pivot 0s )r(

pq  from the position )q,(p rr
, an operation 

that involves the following calculations: 
– the pivot line is divided by the pivot (the pivot position is set to 1): 

 
)r(

pq

)r(

pj)1r(

pj
s

s 
      qj,       1s )1r(

pq   (13) 

– the pivot column is filled in with 0: 0s )1r(

iq   pi,   

– any other element in the table is transformed according to the rule of the 

rectangle: 

 
)r(

pq

)r(

pj

)r(

iq

)r(

pq

)r(

ij)1r(

ij
s

ssss
s




    , pi    or  qj  (14) 

After pivoting, in the new simplex 1)(rS  we change in column B the variable 
xp with the variable xq and in the last column C

B
 (on the line of xq) we change the 

coefficient with the corresponding one from the objective function (cq). 

r ( r1r  ) is increased and one can return to step 3. 
Step 5. The reading of the optimal solution / solutions and the optimal value 

for the objective function, from the last simplex tables. 
After having deleted from the last simplex table of all columns (keeping only 

two columns, B and D
B
) and after having deleted the first and last line (the 

objective function and difference line), a table of the following form is obtained: 

B DB 

b1x  u1d  

b2x  u2d  

... ... 

mbx  mud  

B

jz  
B

uz  

The optimal solution and the optimal value are: 

u1

*

b1 dx  ,    
u2

*

b2 dx  ,    ...,    
mu

*

mb dx  ,  B

u

* zz   

If at least one non-null non-penalty variable is entered in the last base, then 
the program has no permissible solutions (it was incorrectly stated). 

we state that the algorithm cycles if the same base is obtained a second time. 
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In this case, the program supports multiple optimal solutions. 

The last v simplex tables that have the same optimal value correspond to the v 

extreme optimal solutions: 

)x,...,x,x(X )1*(

n

)1*(

2

)1*(

1

)1*(  , )x,...,x,x(X )2*(

n

)2*(

2

)2*(

1

)2*(  , ..., )x,...,x,x(X )v*(

n

)v*(

2

)v*(

1

)v*(   

The general optimal solution is the convex combination of these v extreme 

solutions: 

)v*(

v

)2*(

2

)1*(

1v21

* X...XX),...,,(X 

 1...cu    0 v21k  . 

Finally, it should be remembered that applying the simplex algorithm with the 

penalty method can end with one of the following four possibilities: 

a. the program has a unique optimal solution if all the differences in the 

columns of the non-basic variables are strictly positive ( Sj,  0j  ). 

b. the program has multiple optimal solutions if the same basis is obtained for 

the second time. 

c. the program has infinite optimum if 
qx enters the base and 0siq  , 

Bi)(,  . 

d. the program has no admissible solutions if in the last base there are also 

non-null penalty variables. 

Solving fuzzy linear programs (PLF) with modified simplex algorithm 

A fuzzy linear program (PLF) is a linear program in which the coefficients of 

the objective function, the technological matrix components and the free terms 

have uncertain mathematically modeled values with fuzzy numbers (only triangular 

fuzzy numbers will be used below): 

 (PLF) 













 


n,1j)(,       0
~

x~     

 D
~

X
~

A
~

    
       

x~c~X
~

C
~

)X
~

,C
~

(z~ [max/min] 

j

n

1j

jj







 (15) 

The linear program (PLA) associated to a fuzzy linear program (PLF) is a 

classic linear program (in real numbers) obtained by replacing the triangular fuzzy 

numbers with their centers of gravity according to the corresponding relation (2). 
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
























n1,j, 

   m1,i, 
   

x x~ x~

d d
~

 d
~

a a~ a~

c c~ c~

j

not.

jj

i

not.

ii

ij

not.

ijij

j

not.

jj

 

 (PLA) 























n,1j)(,       0x     

 DXA    
       

xcXCX)z(C, [max/min] 

j

n

1j

jj

 (16) 

Solving a fuzzy linear program (PLF) described by the relations (15) 
involves following the next algorithmic steps (Modified Simplex Algorithm): 

PF1. All the centers of gravity of the input parameters ( iijj d
~
 ,a~ ,c~ ) are 

calculated, and the associated linear program (PLA) is obtained, which 
has only real number components. 

PF2. The steps of the simplex algorithm with the penalty method are applied 
to the classical program (PLA): 
– Step 1 and Step 2. The permissible program (PPA) and the first 

simplex S0 are established 
– Step 3 and Step 4 are repeated k times. 

The determining of the pivot positions [(p1,q1), ... ,(pk,qk)] involves 

calculating the differences j and reports

ij

B

i

s

c
. 

By performing the k pivoting, the simplex tables are obtained: 

k10 S...SS  . 

PF3. One can return to the initial fuzzy program (PLF) to which a small 

Simplex table reduced 0S
~

is associated, where only the columns of variables 

that entered the base through the pivotals from step PF2 (columns q1, ... , 
qk), column B (non-numerical). ) and the D

B
 column are introduced. 

The column C
B
, the first line and the last two (

B

jz and j ) are no longer 

needed. 
PF4. K pivoting movements are performed with the positions of the pivots 

(p1,q1), ... , (pk,qk) starting from the fuzzy simplex 0S
~

 and fuzzy simplex 

tables are obtained: 
k10 S

~
...S

~
S
~

 . 
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At each pivoting the calculations (the divisions on the pivot line and the 
rectangle rule) are made with triangular fuzzy numbers as defined in the 
relations (3). In the new simplex fuzzy tables, the calculations in the 
columns corresponding to the pivots already used are given up. 

 
PF5. The fuzzy components of the optimal solution / solutions from the last 

fuzzy Simplex tables are read. In the case of the multiple solutions, the 
convex combination of the general optimal solution, dependent on  

v extreme solutions and the real subunit parameters ]1,0[v  , is calculated. 

 
The optimal value of the objective function (fuzzy number) and its center of 

gravity  is calculated. STOP. 
 
An example of solving a fuzzy linear program (PLF) with the modified 

simplex algorithm 
 
A problem of production planning (hypothetical case) 
In a trading company, for the production of the products P1, P2, and P3, the raw 

materials M1, M2 and M3 are used. 
For the manufacture of product P1 a11 units of the raw material M1, a12 units of 

M2, and a13 units of M3 are used; for the manufacture of the product P2 a21, a22 and a23 
units of raw materials are used and for the manufacture of the product P3 a31 is used, 
a32 and a33 units of raw materials are used. In stock are d1 units of raw material M1, d2 
units of M2 and d3 units of M3 are in stock. 

The unit benefits are c1 u.m. (monetary units) for P1, c2 u.m. for P2 and c3 u.m. 
for product P3. What is the production plan (quantities x1, x2 and x3 of products P1, P2 
and P3) in order to obtain the maximum profit? 

Given that the general economic stability is very low, all the initial data 
defining the previous model represent profoundly uncertain information. 

Thus, the unit benefit obtained for a P1 product, which under conditions of total 
certainty would be 6 u.m, it is estimated by specialists to be between 4 and 10 u.m, as 

it is mathematically modeled with the triangular fuzzy number 
61 )10,5,4(c~  . 

Similarly, 
72 )8,7,6(c~  ,

511 )6,5,4(a~  , etc. 

The fuzzy linear program (PLF) corresponding to the presented economic 
problem has the following form: 

(PLF) 































0x~                                                 

)2800 ,2300 ,2200( x~)8   ,7 ,2 (x~)3   ,2  ,1   (x~ ) 5  4, (3,

)5600 ,5100 ,5000( x~)14,9 ,8 (x~)16,11,10(x~ ) 5,10 (4,

)3600 ,3100 ,3000(  x~)9   ,4 ,3 (x~)5   ,4  ,3  (x~)6   5, (4,

x~)11 ,10 ,5(x~)8 ,7 ,6(x~)10 ,5 ,4(z~ [max]             

 

1,2,3

2400362214

520031021216

3200352415

392716
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The modified simplex algorithm is applied to solve the fuzzy linear program. 

PF1. The first step involves calculating the gravity centers of the triangular 

fuzzy numbers: 

6
4

10524
 )10,5,4(  c~
(2)

1 


 , ...,     2400
4

2800230022200
 d

~
3 


  

In (PLF) the gravity centers were given as final indices. 

After replacing the fuzzy numbers with their gravity centers, the associated 

classical program is obtained: 































0 x                    

2400  x6   x2   x4

5200  x10x12x6

3200  x5   x4   x5

  

    x9x7x6z [max]   

    )PLA(

1,2,3

321

321

321

321

 

PF2. The simplex algorithm with the penalty method is applied to the 

classical program (PLA) 

Thus, after having passed the maximum to the minimum ( zw  ) and 

adding the deviation unknowns (which are also penalty variables with 

M = 900 sufficiently large), we obtain the allowable primal program 

(PPA) and the corresponding Simplex S0 table: 

(PPA)  































0  x                              

2400x                x6   x2   x4

5200         x         x10x12x6

3200                x x5   x4   x5

     

)xx(x900x9x7x6 w[min] 

 

1,2,...,6

6321

5321

4321

654321

 

Table 2 

The Simplex algorithm for the program (PPA) 

 
B x1 x2 x3 x4 x5 x6 DB CB  

  
–6 –7 –9 900 900 900 

  
 

 
x4 5 4 5 1 0 0 3200 900 3200/5=640 

S0 x5 6 12 10 0 1 0 5200 900 5200/10=520 

 
x6 4 2 6 0 0 1 2400 900 2400/6=400 

 

B

jz 
 

13500 16200 18900 900 900 900 9720000 0  

 
∆j –13506 –16207 –18909 0 0 0 
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Table 2 (continued) 

  
–6 –7 –9 900 900 900 

  
 

 
x4 5/3 7/3 0 1 0 –5/6 1200 900 3600/7>500 

S1 x5 –2/3 26/3 0 0 1 –5/3 1200 900 3600/26<180 

 
x3 2/3 1/3 1 0 0 1/6 400 –9 1200 

 

B

jz 
 

894 9897 –9 900 900 –4503/2 2156400 0  

 
∆j –900 –9904 0 0 0 6303/2 

  
 

 

  
–6 –7 –9 900 900 900 

  
 

 
x4 24/13 0 0 1 –7/26 –5/13 11400/13 900 11400/24<500 

S2 x2 –1/13 1 0 0 3/26 –5/26 1800/13 –7  

 
x3 9/13 0 1 0 –1/26 3/13 4600/13 –9 4600/9>500 

 

B

jz 
 
21526/13 –7 –9 900 –3156/13 –9019/26 10206000/13 0  

 
∆j 

–

21604/13 
0 0 0 14856/13 32419/26 

  
 

 

  
–6 –7 –9 900 900 900 

  
 

 
x1 1 0 0 13/24 –7/48 –5/24 475 –6  

S3 x2 0 1 0 1/24 5/48 –5/24 175 –7  

 
x3 0 0 1 –3/8 1/16 3/8 25 –9  

 

B

jz 
 

–6 –7 –9 –1/6 –5/12 –2/3 –4300 0  

 
∆j 0 0 0 5401/6 10805/12 2702/3 

  
 

 

Step 3 and Step 4 (from the classic Simplex algorithm) are repeated three times. 

At the third iteration, the Simplex algorithm proceeds to step 5 because all the 

differences corresponding to the base variables are non-negative (in fact all three are 

null, 0). 

Step 5. The program (PPA) has a unique solution: 

 25 ,175 ,475)x ,x ,x(X *

3

*

2

*

1

)1*(   

430025917574756)000(900x9x7x6w *

3

*

2

*

1

*   

4300)4300(wz **   

The positions of the three pivots were: (3, 3), (2, 2) and (1, 1) respectively. 

PF3. The reduced fuzzy Simplex program is 0S
~

from table no. 3, a table 

containing only columns of variables x1, x2 and x3 and columns B, D
B
. 

All columns and lines that do not participate in fuzzy pivoting operations 

have been removed: 
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Table 3 

Fuzzy pivot operations in the modified simplex algorithm 

 

B x1 x2 x3 DB 

0S
~

 

x4 4 3 3 3000 

 

5 4 4 3100 

 

6 5 9 3600 

 

5 4 5 3200 

x5 4 10 8 5000 

 

5 11 9 5100 

 

10 16 14 5600 

 

6 12 10 5200 

x6 3 1 2 2200 

 

4 2 7 2300 

 

5 3 8 2800 

 

4 2 6 2400 

 

 
B x1 x2 x3 DB 

1S
~

 

x4 –0.847 0.097 

 

–266.667 

 

2.181 2.778 

 

1529.167 

 

3.153 3.681 

 

2008.333 

 

1.667 2.333 

 

1200 

x5 –3.361 2.528 

 

–683.333 

 

–0.556 9.722 

 

1633.333 

 

1.806 12.694 

 

2216.667 

 

–0.667 8.667 

 

1200 

x3 0.361 0.139 

 

250 

 

0.722 0.361 

 

425 

 

0.861 0.472 

 

500 

 

0.667 0.333 

 

400 

 

 
B x1 x2 x3 DB 

2S
~

 

x4 0.059 

  

–127.885 

 

2.139 

  

1004.604 

 

3.048 

  

1626.368 

 

1.846 

  

876.923 

x2 –0.25 

  

–19.231 

 

–0.075 

  

171.893 

 

0.093 

  

229.29 

 

–0.077 

  

138.462 

x3 0.225 

  

105.609 

 

0.768 

  

388.696 

 

1.008 

  

532.384 

 

0.692 

  

353.846 
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All numeric cells contain 4 components: the first three are the components of 

the triangular fuzzy number and the fourth (below the dotted line) is its center of 

gravity. 

 
B x1 x2 x3 DB 

3S
~

 

x1 

   

–27.008 

    

547.237 

    

832.534 

    

475 

x2 

   

–13.256 

    

203.845 

    

305.566 

    

175 

x3 

   

–242.506 

    

28.747 

    

285.012 

    

25 

PF4. The calculations of the three pivoting movements containing operations 

with triangular fuzzy numbers are as follows: 

The first pivot movement that goes from the table (simplex fuzzy) 0S
~

to 

the table 1S
~

 has the fuzzy number  6
)0(

33 8,7,2a~   as pivot. The column 

of the pivot is no longer calculated. 

The elements on the pivot line (line 3) are divided by the pivot: 

3

2
2

6

4

)0(

33

)0(

31)1(

31
36

31
,

36

26
,

36

13

72

)3230,2824,818(

62

)8,7,2(4)5,4,3(6

)8,7,2(

)5,4,3(

s~
s~

s~ 















  

  667.0

)1(

31 861.0,722.0,361.0s~   

The center of gravity, given as an index, is: 

667.0
3

2

364

96

364

3126213
 s~ )1(

31 






 . 

The other two fuzzy numbers on the pivot line are similarly calculated: 

...
)8,7,2(

)3,2,1(

s~
s~

s~

6

2

)0(

33

)0(

32)1(

32      respectiv    ...
)8,7,2(

)2800,2300,2200(

s~
d
~

d
~

6

2400

)0(

33

)0(

3)1(

3   

The other six fuzzy numbers that make up the simplex 1S
~

are calculated 

according to the rectangle rule: 

6

5465

)0(

33

)0(

13

)0(

31

)0(

33

)0(

11)1(

11
)8,7,2(

)9,4,3()5,4,3()8,7,2()6,5,4(

s~
s~s~s~s~

s~





  

2

)76,65,34(

2

)4036,3530,1024(

2

)8,7,2(5)6,5,4(6
)8,7,2()6,5,4( 60

65 





  
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2

)61,36,27(

2

)9,4,3(4)5,4,3(5
)9,4,3()5,4,3( 40

54 


  

2

)49,29,27(

2

)2776,3665,6134(

2

)61,36,27(

2

)76,65,34( 204060 



  

364

)160294,140174,40162(

622

)8,7,2(20)49,29,27(6

)8,7,2(

2

)49,29,27(

s~
2

6

20

)1(

11












  

667.1

120)1(

11 )153.3,181.2,847.0(
72

)227,157,61(

144

)454,314,122(
s~ 





  

The other five fuzzy numbers in the simplex are calculated similarly (according 
to the rectangle rule): 

...
s~

s~s~s~s~
s~

)0(

33

)0(

13

)0(

32

)0(

33

)0(

12)1(

12 


 ,  ...
s~

s~s~s~s~
s~

)0(

33

)0(

23

)0(

31

)0(

33

)0(

21)1(

21 


 ,  

...
s~

s~s~s~s~
s~

)0(

33

)0(

23

)0(

32

)0(

33

)0(

22)1(

22 


  

...
s~

d
~

s~s~d
~

d
~

)0(

33

)0(

3

)0(

13

)0(

33

)0(

1)1(

1 


 , ...
s~

d
~

s~s~d
~

d
~

)0(

33

)0(

3

)0(

23

)0(

33

)0(

2)1(

2 


  

The first iteration of the Fuzzy simplex algorithm is fully achieved: 
10 S

~
S
~

 . 

The calculations for the other two iterations are similar 
321 S

~
S
~

S
~

 . 

PF5. The last Fuzzy simplex table 3S
~

reads the following solutions: 

 475

*

1 534.832 ,237.547 ,008.27x~           175

*

2 566.305 ,845.203 ,256.13x~   

 25

*

3 012.285 ,747.28 ,507.242x~   

The optimal value and its center of gravity are: 

  x~)11,10,5(x~)8,7,6(x~)10,5,4(    w~ *

39

*

27

*

16

*   

 430025917574756    w~ *  ,  4300)4300(     w~     z~ **  . 
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